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Prediction

• Risk prediction = foreseeing / foretelling

… (probability) of something that is yet unknown

• Turn available information (predictors) into a statement 

about the probability: 

… of having a particular disease -> diagnosis

… of developing a particular event -> prognosis 

• Use of prognostic information:

– to inform patients and their families

– to guide treatment and other clinical decisions

– to create risk groups 

– … 





Risk of developing cancer



Risk of dying from cancer



How do we predict?

• Combine information from multiple predictors

– Subject characteristics (e.g. age, gender)

– History and physical examination results (e.g. blood pressure)

– Imaging results

– (Bio)markers (e.g. coronary plaque)

• Develop a multivariable statistical model

– Need for patient data from large cohort studies

– Many strategies available (Regression, decision trees, neural networks, …)







Why focus on prediction models? 

Ref: Benjamin S. Wessler et al. Circ Cardiovasc Qual Outcomes. 2015;8:368-375

Cumulative growth in published CPM articles over time



What is a good model?



Development

• Identify 
predictors

•Model building

• Internal validation

Validation

•Performance in 
new individuals

•Narrow 
validation

•Broad  validation

Updating

•Adjust existing model 
to other settings/ 
populations to 
improve predictive 
performance

Impact

•Quantify impact 
of use of model 
on decision 
making and 
health  
outcomes

•Experimental 
design

Dissemination 
Implementation

•Widespread use

•Barriers

Increasing level of evidence for use of model in practice

Phases of prediction model evaluation
Series in BMJ 2009 and in Heart 2012, Moons et al.



Common pitfalls



Lack of reproducibility

• Poor methodological & reporting standards

• Overfitting to data at hand



Lack of transportability

Ref: Siontis et al. External validation of new risk prediction models is infrequent and reveals worse 

prognostic discrimination. Journal of Clinical Epidemiology. 2014.



Lack of transportability

• Missed important predictors

• Missed interaction terms & non-linear terms

• Poor measurement or modeling of relevant predictors



Lack of transportability

• Differences in patient spectrum

• Differences in standards of care

• Differences in treatment standards



Lack of (independent) validation



Summarized

Most models are not as good as we think
(and more often than not little attempt is made to address this issue)

• Poor quality of prognostic modelling studies

• Poor reproducibility 

• Poor transportability

• Lack of external validation

“All models are wrong, but some are useful”

George Box



But wait… this is not the end

There are numerous models for same 

target population and outcomes

• >150 models alike Framingham, SCORE, Qrisk

• >100 models for brain trauma patients

• > 100 diabetes type 2 models

• >   60 models for breast cancer prognosis



Numerous models for same target 

population + outcomes

“Substantial work is needed to understand how competing 

prediction models compare and how they can best be 

applied to individualize care.” (Wessler 2015)

“Comparing risk prediction models should be 

routine when deriving a new model for the same 

purpose” (Collins 2012)

“There is an excess of models predicting incident CVD 

in the general population. The usefulness of most of 

the models remains unclear.” (Damen 2016)



Opportunities

Evidence Synthesis

Big Data

Machine Learning



Evidence synthesis

Why?

• Improve estimation of prediction models

• Evaluate sources of variability in predictive performance

• Evaluate need for tailoring

How?

• Synthesis of prognostic factors

• Synthesis of prediction models

• Synthesis of prediction model performance



Evidence synthesis
Combining information on prognostic factors

Concept: Use previously published risk factor associations 

to update multivariable coefficients in “own” data set



Evidence synthesis
Combining previously published prediction models

Concept: Use limited patient-level data at hand to combine 

and tailor previously published models

• Debray et al. Statistics in Medicine (2012) 31:23

• Debray et al. Statistics in Medicine (2014) 33:14

• Martin et al. BMC Medical Research Methodology (2017) 17:1



Evidence synthesis
Combining previously published prediction models
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Evidence synthesis
Combining previously published prediction models
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Evidence synthesis
Summarizing external validation study results

Concept: Systematically review external validation studies 

of a certain prediction model and summarize their results

Ref: Debray TPA, et al. A guide to systematic review and meta-analysis of prediction model 

performance. BMJ 2016 (Accepted for publication)



Opportunities

Evidence Synthesis

Big Data

Machine Learning



The rise of big data

What is ‘big data’?

• Meta-analysis of individual participant data (IPD) from 

multiple studies

• Analyses of databases and registry data containing e-

health records

Data for thousands or even millions of patients from 

multiple practices, hospitals, or countries.

Example: QRISK2 was developed using e-health data from the QRESEARCH 

database using over 1.5 million patients (with over 95000 new cardiovascular 

events) from 355 randomly selected general practices 



Prediction research using big data

Why do we need ‘big data’?

• Development of better prediction models

– Reduced risk of overfitting

– Ability to address wider spectrum of patients

– Ability to investigate more complex associations

• More extensive testing of model performance

– Ability to externally validate across multiple settings

(also upon model development)

– Ability to investigate sources of poor or inconsistent model 

performance

– Ability to assess usability of prediction models across 

different situations



Prediction research using big data

Prediction model development

Need to identify whether aggregation of IPD is justifiable, 
and how to adjust for heterogeneity.

• Allow for different baseline risks in each of the IPD 

studies or settings

• Investigate heterogeneity in predictor effects across 

studies or settings

• Implement a framework that uses internal-external 

cross-validation



Internal-external cross-validation (IECV)



Internal-external cross-validation (IECV)
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Summarize estimates of model 
performance and assess model  

generalizability
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Pre-defined development strategy

IPD-1

IPD-2

IPD-3

IPD-4

IPD-1

IPD-2

IPD-3

IPD-4

IPD-1

IPD-2

IPD-3

IPD-4

IPD-1

IPD-2

IPD-3

IPD-4

Performance study 1 Performance study 2 Performance study 3 Performance study 4 

V

D

D

D

D

V

D

D



Internal-external cross-validation (IECV)

The IECV approach allows for many external validations



Assessing model performance

Meta-analysis of performance estimates across 

different IPD sets

• A ‘good’ prediction model will have 

– satisfactory performance on average

– little or no between-study heterogeneity in performance

• Need to summarize estimates of model performance…

– To estimate likely performance in new studies

– To calculate probability of “good” performance

– To evaluate sources of between-study heterogeneity



Meta-analysis of performance estimates



Meta-analysis of performance estimates

Ref: Riley RD, et al. External validation of clinical prediction models using big datasets from e-health records 
or IPD meta-analysis: opportunities and challenges. BMJ. 2016;353:i3140.

Discrimination performance 

of QRISK2, across 364 

general practice surgeries

Evaluate model generalizability



Meta-analysis of performance estimates

Compare competing modeling strategies

• Choice of predictors

• Dealing with heterogeneity

• Non-linear effects

• Interaction terms



Meta-analysis of performance estimates

Identify & address sources of heterogeneity

• Differences in patient spectrum

• Differences in baseline risk

• Differences in predictor effects

Facilitate tailoring of developed models!



Guidance



R package “metamisc”



Opportunities

Evidence Synthesis

Big Data

Machine Learning







Potential of Machine Learning

Machine Learning not widely implemented yet…

• Loss of transparency

• Performance gain often very limited



Potential of Machine Learning

With the rise of big data, the appeal of machine learning is 

increasing.

Key strenghts

• Handling enormous numbers of predictors

• Modeling highly interactive and nonlinear effects



Potential of Machine Learning

Promising areas of application

• Analysis of unstructured data 

– Text (e.g. medical records)

– Images (e.g. CT, MRI, …)

• Analysis of high velocity data 

– Brain signals (e.g. restoration of motor control)

– Wearable devices

– Social media

• Diagnosis

– Generation of differential diagnoses

– Suggestion of high-value tests

Ref: Obermeyer Z, Emanuel EJ. Predicting the Future - Big Data, Machine Learning, and Clinical Medicine. 
N Engl J Med. 2016 Sep 29;375(13):1216–9.



Reasons to be optimistic?


